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(57) ABSTRACT

A translation processing device includes a setting unit clas-
sifying languages into categories and setting a typical lan-
guage for each category, a first converter converting between
a sentence in a first language and a sentence in a first typical
language, a second converter converting between a sentence
in the first typical language and a sentence in a second typical
language, and an acquiring unit acquiring information of an
input sentence, the first language, and a second language. If
the first language is not the first typical language, the first
converter converts the input sentence into a sentence in the
firsttypical language. If the first and second languages belong
to different categories, the second converter converts the sen-
tence into a sentence in the second typical language. If the
second language is not the second typical language, the first
converter further converts the sentence into a sentence in the
second language.
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1
TRANSLATION PROCESSING DEVICE,
NON-TRANSITORY COMPUTER READABLE
MEDIUM, AND TRANSLATTION PROCESSING
METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based on and claims priority under 35
USC 119 from PCT International Application No. PCT/
JP2013/066640 filed Jun. 18, 2013.

BACKGROUND
Technical Field

The present invention relates to a translation processing
device, a non-transitory computer readable medium, and a
translation processing method.

SUMMARY

According to an aspect of the invention, there is provided a
translation processing device including a setting unit, an
intra-category converting unit, an inter-category converting
unit, and an acquiring unit. The setting unit classifies plural
languages into a number of language categories and sets a
typical language for each of the language categories. The
intra-category converting unit performs, for each of the lan-
guage categories, mutual conversion between a sentence
described in a first language classified in a first language
category and a sentence described in a first typical language
of the first language category. The inter-category converting
unit performs mutual conversion between a sentence
described in the first typical language and a sentence
described in a second typical language. The acquiring unit
acquires information of an input sentence, the first language
corresponding to a language of the input sentence, and a
second language corresponding to a language into which the
input sentence is translated. If the first language is not the first
typical language, the intra-category converting unit converts
the input sentence into a sentence described in the first typical
language of the first language category to which the first
language belongs. If the first language and the second lan-
guage belong to different language categories, the inter-cat-
egory converting unit converts the sentence converted by the
intra-category converting unit into a sentence described in the
second typical language of a second language category to
which the second language belongs. If the second language is
not the second typical language, the intra-category converting
unit further converts the sentence converted by the inter-
category converting unit into a sentence described in the
second language.

BRIEF DESCRIPTION OF THE DRAWINGS

An exemplary embodiment of the present invention will be
described in detail based on the following figures, wherein:

FIG. 1 is a functional block diagram of a translation pro-
cessing device according to the present exemplary embodi-
ment;

FIG. 2 is a flowchart of a translation process;

FIG. 3 is a flowchart of the translation process;

FIG. 4 is a flowchart of the translation process;

FIG. 5 is a diagram illustrating an example of a category
information table; and
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2

FIGS. 6A, 6B, 6C, 6D and 6E are diagrams illustrating a
specific example of the translation process.

DETAILED DESCRIPTION

An exemplary embodiment for implementing the present
invention (hereinafter referred to as the exemplary embodi-
ment) will be described below in accordance with the draw-
ings.

Description of Functional Blocks

FIG. 1 illustrates a functional block diagram of a transla-
tion processing device 1 according to the present exemplary
embodiment. As illustrated in FIG. 1, the translation process-
ing device 1 includes a translation target information acquir-
ing unit 11, an input sentence pattern identitying unit 12, a
pattern converter 13, an output sentence pattern acquiring unit
14, a word translation dictionary information holding unit 15,
a translation sentence generating unit 16, and a translation
sentence output unit 17.

The functions of the above-described units included in the
translation processing device 1 may be realized as a com-
puter, which includes a controller such as a central processing
unit (CPU), a storage unit such as a memory, an input-output
unit that transmits and receives data to and from an external
device, and so forth, reads and executes a program stored in a
computer readable information storage medium. The pro-
gram may be supplied to the translation processing device 1
serving as a computer by an information storage medium
such as an optical disk, a magnetic disk, a magnetic tape, a
magneto-optical disk, or a flash memory, or via a data com-
munication network such as the Internet.

The translation target information acquiring unit 11
acquires the information of an input sentence to be subjected
to a translation process, the language of the input sentence
(original language), and the language obtained after the trans-
lation (target language) (translation target information). For
example, the translation target information acquiring unit 11
may acquire the translation target information based on an
input by a user from an input device connected to the trans-
lation processing device 1 or based on data received from
another device.

The input sentence pattern identifying unit 12 identifies a
translation pattern corresponding to the input sentence
acquired by the translation target information acquiring unit
11. The translation pattern corresponds to information con-
figuring a sentence divided into a variable portion and a fixed
portion. For example, the variable portion is expressed by
data such as type information, variable information, posi-
tional information, and lexical system information. The type
information stores a truth value specifying the variable por-
tion (1) or the fixed portion (0). The variable information
stores data specifying NP (1: noun phrase), AP (2: adjective
phrase), DP (3: adverb phrase), MP (4: quantifier phrase), SP
(5: place-name phrase), TP (6: time phrase), VP (7: verb
phrase), PP (8: postpositional particle phrase), or the like. The
positional information stores information indicating the posi-
tion of the variable portion in an example sentence pattern
(information indicating how many elements from the head
precede the variable portion). The lexical system information
stores language information such as Japanese (J) or Chinese
(C). Further, the fixed portion is expressed by data such as
type information, fixed contents, positional information, and
lexical system information. The fixed contents store text data
of'aword, a phrase, or the like configuring the fixed portion of
the example sentence pattern.
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Description will be given below of a specific example of
the processing performed by the input sentence pattern iden-
tifying unit 12.

The translation processing device 1 according to the
present exemplary embodiment holds a database of transla-
tion patterns (pattern DB) for each of languages. The input
sentence pattern identifying unit 12 extracts from the pattern
DB of the original language a candidate group of translation
patterns corresponding to the input sentence. For example,
translation patterns having a degree of similarity to the input
sentence and a rate of covering the input sentence equal to or
greater than respective thresholds may be extracted as the
candidate group. Herein, if the input sentence and a pattern
are represented as S and A, respectively, the degree of simi-
larity Sim(S,A) and the rate of coverage Cov(S,A) between S
and A are calculated with the following formulae.

[Math. 1]
4 _2xIsN4l (1
SIS )= oA
[Math. 2]
Cov(s, A) = [S Al 2
151

The input sentence pattern identifying unit 12 may calcu-
late respective distances between the input sentence and the
above-extracted patterns of the candidate group and identify
the pattern having the shortest one of the calculated distances
as the input sentence pattern. The distance between the pat-
tern and the sentence may be calculated based on the result of
comparison of respective components.

Further, other than the above-described process, the input
sentence pattern identifying unit 12 may extract a candidate
group of similar patterns based on the distances between the
patterns and the input sentence (extract patterns having a
distance equal to or shorter than a threshold, for example),
calculate mappings (correspondence relationships) between
the input sentence and the respective extracted patterns of the
candidate group, and identify the pattern corresponding to the
optimal one of the calculated mappings as the input sentence
pattern.

The pattern converter 13 converts the input sentence pat-
tern identified by the input sentence pattern identifying unit
12 into a pattern of the target language (output sentence
pattern). Description will be given below of a configuration of
the pattern converter 13 and details of processing in the pat-
tern converter 13.

The pattern converter 13 includes an inter-category pattern
converter 131 and a number of intra-category pattern convert-
ers 132 (132-1 to 132-N). In the present exemplary embodi-
ment, plural languages are divided into a number (1 to N: N
represents an integer equal to or greater than 2) of categories
(classes), and the inter-category pattern converter 131 and the
intra-category pattern converters 132 execute pattern conver-
sion between different categories and pattern conversion in
the same category, respectively.

Each of the categories includes a number of languages, one
of'which is set as a typical language. The typical language for
each of the categories may be set by the user, or may be set at
random to an arbitrary one of the languages included in the
category. The intra-category converters 132-1 to 132-N, typi-
cal language pattern DBs 1321-1 to 1321-N, converters
1322-1 to 1322-N, and language pattern DBs 1323-11, 1323-
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12, . . . in FIG. 1 will hereinafter be described as the intra-
category pattern converters 132, the typical language pattern
DBs 1321, the converters 1322, and the language pattern DBs
1323 for ease of description.

The intra-category pattern converter 132 is provided for
each of the categories, and includes the typical language
pattern DB 1321, the language pattern DBs 1323, and the
converter 1322. Language [.xy (X represents an integer equal
to or greater than 1, and y represents an integer equal to or
greater than 0) in FIG. 1 indicates that the language Lxy is the
y-th language in category x. It is indicated herein that, when
y=0, that is, Lx0 is the typical language in category x.

The typical language pattern DB 1321 stores the informa-
tion of patterns of a typical language.

The language pattern DB 1323 stores the information of
patterns of a language.

The converter 1322 converts the pattern of'a language in the
same category into the pattern of another language in the
same category based on correspondence relationship infor-
mation representing the correspondence relationship
between the patterns stored in the typical language pattern
DB 1321 and the patterns stored in the respective language
pattern DBs 1323. Herein, the information of the correspon-
dence relationship between patterns of the languages other
than the typical language is not held. That is, between the
typical language and a language other than the typical lan-
guage, the converter 1322 directly converts the pattern based
on the correspondence relationship information. Between
two languages other than the typical language, the converter
1322 converts the pattern of one of the languages into the
pattern of the typical language, and thereafter converts the
converted pattern of the typical language into the pattern of
the target language.

The inter-category pattern converter 131 converts the pat-
tern of the typical language in the first category into the
pattern of the typical language in the second category based
on correspondence relationship information representing the
correspondence relationship between the patterns stored in
the typical language pattern DB 1321 of the first category and
the patterns stored in the typical language pattern DB 1321 of
the second category.

If the original language and the target language belong to
the same category, the pattern converter 13 causes the intra-
category pattern converter 132 in the category to convert the
input sentence pattern into the pattern of the target language.
Further, if the original language and the target language
belong to different categories, the pattern converter 13 con-
verts the input sentence pattern into the pattern of the typical
language in the category to which the original language
belongs (first typical language pattern), thereafter further
converts the first typical language pattern into the pattern of
the typical language in the category to which the target lan-
guage belongs (second typical language pattern), and con-
verts the second typical language pattern into the pattern of
the target language. If the original language and the target
language are typical languages in the above-described pro-
cess, the conversion into the typical language pattern is
unnecessary.

The output sentence pattern acquiring unit 14 acquires the
pattern of the target language obtained through the conver-
sion of the input sentence pattern by the pattern converter 13
as the output sentence pattern corresponding to the input
sentence.

The word translation dictionary information holding unit
15 holds dictionary information representing the correspon-
dence relationship of words (which may include phrases)
between languages. The word translation dictionary informa-
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tion holding unit 15 may hold the dictionary information
between arbitrary languages in all categories, or may hold the
dictionary information between arbitrary typical languages
and the dictionary information between the typical language
and an arbitrary language other than the typical language in
the same category.

The translation sentence generating unit 16 generates a
translation sentence based on the output sentence pattern
acquired by the output sentence pattern acquiring unit 14, the
input sentence, and the dictionary information between the
original language and the target language. Specifically, the
translation sentence generating unit 16 generates the transla-
tion sentence by translating a word (phrase) of the input
sentence corresponding to a variable portion (noun phrase:
NP, for example) of the output sentence pattern based on the
dictionary information between the original language and the
target language and substituting the translated word for the
variable portion of the output sentence pattern.

The translation sentence output unit 17 outputs the trans-
lation sentence generated by the translation sentence gener-
ating unit 16. For example, the translation sentence output
unit 17 may display the translation sentence on a display
device, or may print out the translation sentence.
Description of Flow

With reference to the flowcharts illustrated in FIGS. 2 to 4,
description will now be given of a flow of the translation
process performed by the translation processing device 1.

As illustrated in FIG. 2, the translation processing device 1
acquires the information of an original language LI, an input
sentence S, and a target language LT into which the input
sentence Sl is translated (step S101).

The translation processing device 1 determines an input
sentence pattern PI corresponding to the input sentence SI out
of' the patterns stored in the language pattern DB 1323 of the
original language LI (step S102).

The translation processing device 1 then identifies a target
language category CT of the target language LT and an origi-
nal language category CI of the original language LI (step
S103). Category information of each of the languages may be
identified based on a category information table illustrated in
FIG. 5. As illustrated in FIG. 5, identification information of
the language (language ID), the category to which the lan-
guage belongs, and a typical language flag are stored in asso-
ciation with one another in the category information table. It
is indicated herein that a language with the typical language
flag set to T (true) is the typical language of the category to
which the language belongs.

If the target language category CT of the target language
LT and the original language category CI of the original
language LI match (YES at step S104), the translation pro-
cessing device 1 proceeds to step S105.

If the target language LT or the original language L1 is the
typical language (YES at step S105), the translation process-
ing device 1 retrieves an output sentence pattern PT of the
target language LT corresponding to the input sentence pat-
tern PI based on the correspondence relationship information
between the language patterns of the original language cat-
egory CI (step S106). Herein, the translation processing
device 1 determines a correspondence relationship <SI,PT>
between the input sentence SI and the output sentence pattern
PT from a correspondence relationship <SI,PI> between the
input sentence SI and the input sentence pattern PI and a
correspondence relationship <PLPT> between PI and PT
(step S107).

If the target language LT or the original language LI is not
the typical language at step S105 (NO at step S105), the
translation processing device 1 retrieves a pattern PCI of the
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typical language corresponding to the input sentence pattern
PI (that is, a typical language LCI of the original language
category CI) based on the correspondence relationship infor-
mation between the language patterns of the original lan-
guage category CI (step S108).

The translation processing device 1 then retrieves the out-
put sentence pattern PT of the target language LT correspond-
ing to the pattern PCI based on the correspondence relation-
ship information between the language patterns of the
original language category CI (step S109). Herein, the trans-
lation processing device 1 determines the correspondence
relationship <SL,PT> between the input sentence SI and the
output sentence pattern PT from the correspondence relation-
ship <SL,PI> between the input sentence SI and the input
sentence pattern P, a correspondence relationship <PL,PCI>
between PI and PCI, and a correspondence relationship <PCI,
PT> between PCI and PT (step S110).

After step S107 or S110, the translation processing device
1 generates a translation sentence ST based on the correspon-
dence relationship <SI,PT> between the input sentence SI
and the output sentence pattern PT and translation informa-
tion of words and phrases of the original language LI and the
target language LT (step S111), outputs the generated trans-
lation sentence ST (step S112), and completes the process.

Further, if the target language category CT of the target
language LT and the original language category CI of the
original language LI do not match at step S104 (NO at step
S104), the translation processing device 1 proceeds to step
S201 in FIG. 3.

The flow in FIG. 3 will now be described.

As illustrated in FIG. 3, after NO at step S104 in FIG. 2, if
the original language L1 is the typical language (YES at step
S201), the translation processing device 1 proceeds to step
S202.

If the target language LT is the typical language (YES at
step S202), the translation processing device 1 retrieves the
output sentence pattern PT of the target language LT corre-
sponding to the input sentence pattern PI based on the corre-
spondence relationship information between the patterns of
the typical languages (step S203). Herein, the translation
processing device 1 determines the correspondence relation-
ship <SLPT> between the input sentence SI and the output
sentence pattern PT from the correspondence relationship
<SI,PI>between the input sentence SI and the input sentence
pattern PI and the correspondence relationship <PILPT>
between PI and PT (step S204).

Further, if the target language LT is not the typical language
at step S202 (NO at step S202), the translation processing
device 1 retrieves a pattern PCT of a typical language LCT of
the target language category CT corresponding to the input
sentence pattern PI based on the correspondence relationship
information between the patterns of the typical languages
(step S205).

Then, the translation processing device 1 retrieves the out-
put sentence pattern PT of the target language LT correspond-
ing to the pattern PCT based on the correspondence relation-
ship information between the language patterns of the target
language category CT (step S206). Herein, the translation
processing device 1 determines the correspondence relation-
ship <SLPT> between the input sentence SI and the output
sentence pattern PT from the correspondence relationship
<SI,PI>between the input sentence SI and the input sentence
pattern P, a correspondence relationship <PI,PCT> between
PI and PCT, and a correspondence relationship <PCT,PT>
between PCT and PT (step S207).

After step S204 or S207, the translation processing device
1 generates the translation sentence ST based on the corre-
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spondence relationship <SI,PT> between the input sentence
SI and the output sentence pattern PT and the translation
information of words and phrases of the original language .1
and the target language LT (step S208), outputs the generated
translation sentence ST (step S209), and completes the pro-
cess.

Further, if the original language L1 is not the typical lan-
guage at step S201 (NO at step S201), the translation process-
ing device 1 proceeds to step S301 in FIG. 4.

The flow in FIG. 4 will now be described.

As illustrated in FIG. 4, after NO at step S201 in FIG. 3, if
the target language LT is the typical language (YES at step
S301), the translation processing device 1 retrieves the pat-
tern PCI of the typical language [.CI of the original language
category CI corresponding to the input sentence pattern PI
based on the correspondence relationship information
between the patterns of the typical languages (step S302).

Further, the translation processing device 1 retrieves the
output sentence pattern PT of the target language LT corre-
sponding to the pattern PCI based on the correspondence
relationship information between the language patterns of the
target language category CT (step S303). The translation
processing device 1 then determines the correspondence rela-
tionship <SI,PT> between the input sentence SI and the out-
put sentence pattern PT from the correspondence relationship
<SI,PI> between the input sentence SI and the input sentence
pattern PI, the correspondence relationship <PI,PCI>
between PI and PCI, and the correspondence relationship
<PCLPT> between PCI and PT (step S304).

Further, ifthe target language LT is not the typical language
at step S301 (NO at step S301), the translation processing
device 1 retrieves the pattern PCI of the typical language LCI
of the original language category CI corresponding to the
input sentence pattern PI based on the correspondence rela-
tionship information between the language patterns of the
original language category CI (step S305).

The translation processing device 1 then retrieves the pat-
tern PCT of the typical language L.CT of the target language
category CI corresponding to the pattern PCI based on the
correspondence relationship information between the pat-
terns of the typical languages (step S306). The translation
processing device 1 further retrieves the output sentence pat-
tern PT of the target language LT corresponding to the pattern
PCT based on the correspondence relationship information
between the language patterns of the target language category
CT (step S307). Herein, the translation processing device 1
determines the correspondence relationship <SI,PT>
between the input sentence SI and the output sentence pattern
PT from the correspondence relationship <SLPI> between
the input sentence SI and the input sentence pattern PI, the
correspondence relationship <PI,PCI>between Pl and PCI, a
correspondence relationship <PCI,PCT> between PCI and
PCT, and the correspondence relationship <PCT,PT>
between PCT and PT (step S308).

After step S304 or S308, the translation processing device
1 generates the translation sentence ST based on the corre-
spondence relationship <SI,PT> between the input sentence
SI and the output sentence pattern PT and the translation
information of words and phrases of the original language .1
and the target language LT (step S309), outputs the generated
translation sentence ST (step S310), and completes the pro-
cess.

DESCRIPTION OF SPECIFIC EXAMPLE

With reference to the diagrams illustrated in FIGS. 6A to
6F, a description will be given of an example in which the
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8

above-described flow is applied to a specific example. In the
following example, description will be given of an example of
a process of translating a Chinese input sentence into Japa-
nese, wherein original language=Chinese, target
language=Japanese, original language category=C1, target
language category=C2, typical language of original language
category C1=Chinese, and typical language of target lan-
guage category C2=Korean.

The translation processing device 1 retrieves the input sen-
tence pattern PI for the input sentence SI from a Chinese
pattern DB. FIG. 6A illustrates the correspondence relation-
ship between the input sentence SI and the input sentence
pattern PI retrieved for the input sentence SI.

The translation processing device 1 then retrieves a pattern
PK of Korean serving as the typical language of the target
language category C2. FIG. 6B illustrates the correspondence
relationship between the input sentence pattern PI and the
pattern PK retrieved for the input sentence pattern PI.

The translation processing device 1 then retrieves the out-
put sentence pattern PT of the target language corresponding
to the pattern PK. FIG. 6C illustrates the correspondence
relationship between the pattern PK and the output sentence
pattern PT.

Further, FIG. 6D illustrates the correspondence relation-
ship between the input sentence pattern Pl and the output
sentence pattern PT. Herein, Japanese translations of NPs
(noun phrases) in the input sentence Sl are acquired from a
translation dictionary between Chinese and Japanese, and the
translation sentence ST illustrated in FIG. 6F is ultimately
obtained.

According to the above-described translation processing
device 1, translation between multiple languages is possible
with no need for holding the translation dictionary informa-
tion for each of all language pairs or constructing an artificial
language such as an intermediate language.

The present invention is not limited to the above-described
exemplary embodiment. For example, in the above-described
exemplary embodiment, the description has been given of an
example of application of a pattern-based translation process
of performing translation by using the correspondence rela-
tionship of sentence patterns between languages. The present
invention, however, is also applicable to other translation
processes, such as an analysis-based translation process of
performing translation by using the result of a sentence analy-
sis process (morphological analysis, syntactic analysis) and a
statistics-based translation process of performing translation
by using the result of statistically processing sentence ele-
ments.

The foregoing description of the exemplary embodiment of
the present invention has been provided for the purposes of
illustration and description. It is not intended to be exhaustive
or to limit the invention to the precise forms disclosed. Obvi-
ously, many modifications and variations will be apparent to
practitioners skilled in the art. The embodiment was chosen
and described in order to best explain the principles of the
invention and its practical applications, thereby enabling oth-
ers skilled in the art to understand the invention for various
embodiments and with the various modifications as are suited
to the particular use contemplated. It is intended that the
scope of the invention be defined by the following claims and
their equivalents.

What is claimed is:

1. A translation processing device comprising:

a processor configured to execute:

a setting unit that classifies a plurality of languages into
a number of language categories and sets a typical
language for each of the language categories;
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an intra-category converting unit that performs, for each
of the language categories, mutual conversion
between a sentence described in a first language clas-
sified in a first language category and a sentence
described in a first typical language of the first lan-
guage category,
an inter-category converting unit that performs mutual
conversion between a sentence described in the first
typical language and a sentence described in a second
typical language; and
an acquiring unit that acquires information of an input
sentence, the first language corresponding to a lan-
guage of the input sentence, and a second language
corresponding to a language into which the input sen-
tence is translated,
wherein, if the first language is not the first typical lan-
guage, the intra-category converting unit converts the
input sentence into a sentence described in the first typi-
cal language of the first language category to which the
first language belongs,
wherein, if the first language and the second language
belong to different language categories, the inter-cat-
egory converting unit converts the sentence converted by
the intra-category converting unit into a sentence
described in the second typical language of a second
language category to which the second language
belongs, and
wherein, if the second language is not the second typical
language, the intra-category converting unit further con-
verts the sentence converted by the inter-category con-
verting unit into a sentence described in the second
language.
2. The translation processing device according to claim 1,

further comprising:

an intra-category conversion information holding unit that
holds, for each of the language categories, conversion
information for performing mutual conversion between
a sentence pattern described in the first language classi-
fied in the first language category and a sentence pattern
described in the first typical language of the first lan-
guage category,

an inter-category conversion information holding unit that
holds conversion information for performing mutual
conversion between a sentence pattern described in the
first typical language and a sentence pattern described in
the second typical language;

a first converting unit that converts, based on the conver-
sion information held by the intra-category conversion
information holding unit, a sentence pattern correspond-
ing to the input sentence into a sentence pattern
described in the first typical language of the first lan-
guage category to which the first language belongs;

a second converting unit that converts, based on the con-
version information held by the inter-category conver-
sion information holding unit, the sentence pattern con-
verted by the first converting unit into a sentence pattern
described in the second typical language of the second
language category to which the second language
belongs;

a third converting unit that converts, based on the conver-
sion information held by the intra-category conversion
information holding unit, the sentence pattern converted
by the second converting unit into a sentence pattern
described in the second language; and

a generating unit that generates a translation sentence of
the input sentence by determining the sentence pattern
converted by the second converting unit as an output

10

sentence pattern if the second language is the typical

language, or determining the sentence pattern converted

by the third converting unit as an output sentence pattern

if the second language is not the typical language, and

converting a word or phrase of the input sentence corre-

sponding to a variable portion of the output sentence
pattern into a word or phrase of the second language.

3. A non-transitory computer readable recording medium

storing a program causing a computer to execute a process for
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classifying a plurality of languages into a number of lan-
guage categories and setting a typical language for each
of the language categories;

performing, for each of the language categories, intra-
category conversion between a sentence described in a
first language classified in a first language category and
asentence described in a first typical language of the first
language category;

performing inter-category conversion between a sentence
described in the first typical language and a sentence
described in a second typical language; and

acquiring information of an input sentence, the first lan-
guage corresponding to alanguage of the input sentence,
and a second language corresponding to a language into
which the input sentence is translated,

wherein performing the intra-category conversion includes
converting, if the first language is not the first typical
language, the input sentence into a sentence described in
the first typical language of the first language category to
which the first language belongs,

wherein performing the inter-category conversion includes
converting, if the first language and the second language
belong to different language categories, the sentence
converted in the intra-category conversion into a sen-
tence described in the second typical language of a sec-
ond language category to which the second language
belongs, and

wherein performing the intra-category conversion includes
further converting, if the second language is not the
second typical language, the sentence converted in the
inter-category conversion into a sentence described in
the second language.

4. A translation processing method comprising:

classifying, by at least one processor, a plurality of lan-
guages into a number of language categories and setting
a typical language for each of the language categories;

performing, by the at least one processor, for each of the
language categories, intra-category conversion between
a sentence described in a first language classified in a
first language category and a sentence described in a first
typical language of the first language category;

performing by the at least one processor, inter-category
conversion between a sentence described in the first
typical language and a sentence described in a second
typical language; and

acquiring by the at least one processor, information of an
input sentence, the first language corresponding to a
language of the input sentence, and a second language
corresponding to a language into which the input sen-
tence is translated,

wherein performing the intra-category conversion includes
converting, if the first language is not the first typical
language, the input sentence into a sentence described in
the first typical language of the first language category to
which the first language belongs,

wherein performing the inter-category conversion includes
converting, if the first language and the second language



US 9,164,989 B2
11

belong to different categories, the sentence converted in
the intra-category conversion into a sentence described
in the second typical language of a second language
category to which the second language belongs, and
wherein performing the intra-category conversion includes 5

further converting, if the second language is not the
second typical language, the sentence converted in the
inter-category conversion into a sentence described in
the second language.
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